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The Hall mobility py of a single hole in a Mott-Hubbard band of a magnetic insulator is con-
sidered using a path formulation of the atomic limit of the Hubbard model. It is shown that
within a generalization of the retraceable-path approximation, the Hall mobility and the drift
mobility pp are essentially equal at high temperatures compared with the bandwidth, but that
the Hall mobility becomes small compared to the drift mobility as the temperature is lowered.
The ratio pg/up becomes proportional to the ratio of the temperature to the bandwidth at low

temperatures.

I. INTRODUCTION

The theory of the Hall effect in the presence of
st1ong scattering is a difficult problem. A general
discussion of the problem has beengivenby Herring'!
and by Kubo.? The specific cases of liquid metals
have been examined by Springer® and by Allgaier4
and of small polarons by Friedman and Holstein®
and by Emin and Holstein.® In this paper we shall
examine the case of an electron or hole in a mag-
netic semiconductor which is strongly coupled to
and scattered by spin waves. An excellent and de-
tailed review of the experimental situation in mag-
netic semiconductors such as NiO, CoO, FezO,,
and MnO has been given recently by Bosman and
van Daal.” These authors conclude that the free
carriers in most of these materials are probably
not small polarons and they point out the importance
of a theoretical understanding of transport proper-
ties and in particular the Hall effect in the presence
of strong spin-disorder scattering.

In this paper we shall examine the Hall effect for

an extra carrier (electron or hole) in an otherwise
half-filled band in the atomic limit of the Hubbard
model. Langreth° has examined the Hall coefficient
using Hubbard’s approximate treatment of his
model. ® However, this treatment ignores the strong
coupling between an extra carrier and the localized
spins. This coupling is so strong in the atomic lim-
it that as shown recently by Ohata and Kubo!® and by
the present authors, !* the motion of an extra carrier
is more properly considered as a diffusion or
Brownian motion through the lattice rather than a
propagating or wavelike motion. The former au-
thors calculated the first few moments of the fre-
quency-dependent conductivity and by fitting a Gaus-
sian or a Lorentzian form to the conductivity-ob-
tained values for the dc mobility. The latter au-
thors used a technique due to Na,gaoka12 of repre-
senting the problem in terms of walks on a lattice

to examine the density of states for the extra car-
rier. They found that an approximation in which
only walks with no closed loops are included gave

a very reasonable form for the density of states in
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the bulk of the band. This approximation can also
be obtained using Green’s functions by replacing the
infinite hierarchy of equations by a recurrence re-
lation. ®® The dc mobility was also calculated within
this approximation!! and the values obtained agree
well with those of Ohata and Kubo.!® These values
for the mobility are quite low, indicating that the
motion is primarily diffusive.

The calculation of the Hall coefficient is consider-
ably more difficult than that of the dc mobility. The
moments of the antisymmetric part of the conduc-
tivity transverse to the magnetic field [o},(w)] give
information about its imaginary part whereas the
Hall coefficient is related to the real part. By as-
suming a form for the imaginary part of o%,(w) we
can obtain an approximate value for the Hall coef-
ficient at high temperatures. The Hall effect arises
from paths which enclose a finite area transverse
to the magnetic field so that, within the approxima-
tion of summing only paths with no closed loops used
previously by the present authors, the Hall mobility
is identically zero. An extension of this approxima-
tion wherein walks on a square are dressed with all
possible walks with no closed loops, however, gives
a finite Hall effect. We shall calculate the Hall mo-
bility using this approximation. The result agrees
well with the values deduced from the exact mo-
ments at high temperatures and is almost equal to
the drift mobility. At lower temperatures the val-
ues for the Hall mobility uy are considerably
smaller than that calculated previously for the drift
mobility up. However our results for uy are
clearly more suspect than those we found for up.

It is possible that the inclusion of higher-order
terms could change the values obtained substantial-
ly. Nonetheless, it is clear from this work that up
and Ky are not simply related in the presence of
strong spin-disorder scattering and can differ sub-
stantially.

The model considered here ignores the influence
of spin-orbit coupling on the Hall effect. This ef-
fect has been investigated by several authors!* and
is known to give rise to the anomalous Hall coeffi-
cient in ferromagnets. We shall restrict ourselves
to paramagnetic materials where Maranzana®® has
found that such contributions are small.

In Sec. II we shall derive the necessary formal-
ism and discuss the moment calculation. In Sec.

ITII we will evaluate the Hall coefficient within the
approximation of including walks on a square
dressed with the walks with no closed loops. Final-
ly, in Sec. IV, we discuss the relationship of our
work to that of Mott!® and Cohen'” on the form of the
mobility near the mobility edge in disordered semi-
conductors.

II. MOMENT TECHNIQUE

The Hubbard model Hamiltonian® has the form
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where c,'u is the creation operator for an electron
with spin o in the Wannier state localized at the site
i and n;4(Ecl, cy) is the number operator for elec-
trons with spin o at the site ¢. The first term rep-
resents the hopping from sitej to ¢ and we shall
consider the case where #;; is nonzero only for ¢ and
j nearest neighbors. The second term represents
the intra-atomic Coulomb interaction. We shall re-
strict ourselves to the case where there is an extra
hole (or electron) in an otherwise half-filled band in
the atomic limit where ¢;;(=¢) is finite but U~. In
this limit we can replace the Hamiltonian (1) by an
effective Hamiltonian of the form
H'=23clypsCioP, (2)
ino

where # denotes the nearest neighbors of ¢, and P
is a projection operator such that P=1 operating on
a state with one hole and P=0 otherwise.

In the presence of a magnetic field the Wannier
states x(F - R,) satisfy the equation

[271n-<*+§ K)2+ V('f‘)] X(T - §¢)=Zj> tyx(F-Ry), (3)

where p= -~ ﬁ, A is the vector potential, and V is
the crystal potential (#=1). We shall use a gauge
in which

A=L1(GexF), (4)

where % is external magnetic field. It is straight-
forward to show® that to terms of order %2 we can

work with the original Wannier states by modifying
the matrix elements #;; by the Peierls phase factor

(5)
We shall consider only a simple-cubic lattice with
the magnetic field oriented along the z direction.
The current operators in the xy plane take the form

iR (R x By) e/ 20
tij‘ti'j'_‘tije ] i .

o t
Jx= tea iz> (ti'+x,ic}+ %,0Cic ™~ tl'- %y 8 ci-x,uci,a)’ (6)
o
. t
Jy= tea ? (tlluv.i Ci+y,0Cic— ti’- y,icz- y,acia)r (7)
(]

where e is the electronic charge and a the lattice

parameter. The low-field Hall mobility uy is de-
fined as
by=limlim & %:96@) (8)

-0 w=0 ¥ Uxx(ﬁciw) ’

where ¢ denotes the velocity of light. The conduc-
tivities o,, and o0,, may be calculated from the Kubo
formula®

OaB(w - 1 wd’ Bd;\- Il[goda(o)JB(T + 'x) e-‘
) ZQ [ ¢ ] ’

where o(=e™®"’) is the density matrix, © is the vol-
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ume of the system, Z is the partition function for a
single hole, and 8=1/kgT. The trace in Eq. (9) is
to be taken over all states with a single hole and ar-
bitrary spin configurations. Now the eigenstates
of the Hamiltonian H' lie between + zf so we may
conveniently introduce the resolvant operators of
the exponential operators and perform the 7 and A
integrals to obtain the result

.=t d_w1
Oas(w)= ZSL/.1 2mi

e-Bwy _

21rz w - wg+w1

e-Bw1

gaB(wl ’ wz), (10)

W= Wz
where the contour C, encloses the region - zf<w<zt
on the real axis.. The function & 44(w;, w,) is defined
as

S"uﬂ(wl,wz):Tr< (11)

1 1
wy —H' I wy—H' J‘> ’

The corrections to o,, are of order %?'and so can
be negiected in Eq. (8). The calculation of the Hall
mobility therefore reduces to a calculation of the
term in the transverse conductivity which is linear
in 3¢. This term is antisymmetric in ¥ and y and it
is more convenient to calculate with the explicitly
antisymmetric function o%,=3% (0, — 0y,)-

In order to calculate moments we must consider
the complete function o}, at large w and expand it as
a power series in 1/w. Let us write

“(w)—z E E Apm —,, . (12)

n=2 m=2
To obtain the coefficients 4,, we must expand
F(wy, wy) [=3(F,, — F,,)] as a power series in
(1/w,, ) for large values of w;,w, The leading

term is of order (w;,,)"* and we shall denote it by
F4:

. 1 HIZ J
$H= @3 Trzf‘(Jny—Jy x)

I H' Jy— H'J, H'J,)

12 Hla
(J,,%J ~J, ——2-J>> . (13)

The second term is identically zero by the cyclic
property of the trace. The first and third terms
may be combined to give

wWy

a_ 1 1 1 2 _
51 (o (wl'_’é) Te(H I,y - J,0) . (14)
To evaluate the trace in Eq. (14) we must sum over
the number of paths for the hole in which the hole
returns to origin after exactly four steps. The di-
rections of the initial two steps are determined by
the J, and J, operators. We must carefully add up
the Peierl’s phase in the hopping matrix elements.

W. F. BRINKMAN AND T. M. RICE 4

When the hole moves around a closed square in four
steps, the phase factors in (5) add up to give a net
phase factor of

e“"”°’i'61234=exp[z'(e/c)5(’3- LR xRy + R,X Ry
+Rgx ﬁ4"'1-i4><§1)]
=e*iw, (15)

where ¢ = ea%c/c and the positive sign is for paths
in the clockwise direction and the negative sign is
for paths in the anticlockwise direction. For a path
which does not involve a closed loop the sum enter-
ing the phase factor is identically zero and such
paths will not contribute to the trace (14). In gen-
eral, the exponent of the phase factor is proportional
to the area of the closed loop and all paths with no
closed loops will give no contribution to %, In
evaluating the contribution to the average (14) we
need consider only paths where the hole circum-
scribes a square. We must take account in which
direction the hole circumscribes the square since
this will determine the sign of the phase factor.
Using (7) and (15) we arrive at the result

ry (1 1
wl‘*’z(wf Jg '

where 7 is the probability that the three spins at the
vertices of the square are aligned. (If the spins are
not aligned, then the final spin configuration is dif-
ferent from the starting spin configuration and the
path is not an allowed one.) The value of 7 will de-
pend on the spin configuration. We will restrict
ourselves in this paper to a random arrangement of
the spins for which =3

After substituting Eq. (16) into Eq. (10), the con-
tour integrals can be performed at once, and we
arrive at the result for the coefficient 4, ,:

Ay o= 8(ea*ttse/c)r.

F4= - 8ie®a’*sing (16)

amn

In a similar way we can evaluate the higher coef-
ficients A, 4 and A, ,. Expanding Eq. (11) to terms

of order w}®, we obtain

1 1
a - 14 _grt
Fe= (wxwz w1wz) (H Jny H J::Jx>

1 1 ’ ’3 ’ 13
- 18
+ (—g—zwlwz w1wz> (H'J H"J,-H'JH],). ( )

The evaluation of the averages in Eq. (18) is de-
scribed in the Appendix. Keeping only the terms lin-
ear in 3C we find for a random spin configuration

3a=_ieaaats<lz€5(3>[ 33 (1 A )_ 9 (1 !
¢ ¢ wlwzgf w—‘é wlwa;fag )

(19)
Substituting back in Eq. (10) and performing the
contour integrals, we arrive at the result that
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Agy/Ag =812 (20)
and
Ay2/As =% 2 (21)

Using these moments, an estimate can be made of
the value of 0%,(w) at w=0 to order (zt/ksT)%
First, we consider that ¢%,(w) to order g*is of the
form,

IF 4
ol =—f——-—w (w )dw',

xy W - w' (22)

where F(w') is a symmetric function of w’. If we
are interested in o}, to order g® then A, , and 4, ,
represent the second and fourth moments of F(w).
Clearly, the dc value of o, is the average value of
F(w). If we assume F is a Gaussian function, then
we can fit the two known moments and deduce a val-
ue of 0,(0). In this way we obtain

0%y(w =0)= + 4ea*t?5c/5¢ (R T)? . (23)

This result will be used to evaluate the approximate
treatment of the Hall mobility in Sec. III.

III. RETRACEABLE-PATH APPROXIMATION

In this section o, will be estimated by considering
the contribution from walks on the square but allow-
ing all possible side excursions which start and fin-
ish at the same vertex on the square and in which
all steps in the excursion are eventually retraced. !
A few simple paths of this type are illustrated in
Fig. 1. Summing such paths was considered exten-
sively in the previous paper by the authors. There
it was argued that this summation gives a reason-
able estimate for the density of states in the bulk
of the band for the extra hole. Here we assume that
this same approximation will give a rough estimate
of the Hall effect in the region of energy where the
density of states is large.

Summing the retraced side excursions is equiva-
lent to renormalizing each of the vertices of the
simple square considered in Sec. II. One must,
however, be careful not to double-count graphs.
Thus, on the side of the square connected by the H'
operators, after summing all retraceable paths
originating from the first vertex next to the current
operator, one must not include paths which imme-
diately return to this vertex in renormalizing the
second vertex. Likewise, for the renormalization
of the third vertex one must not sum paths returning
to the second. Using this argument F,(w,, w,) is
seen to be given by Eq. (16) with

1 1 1 [ 3
wiwz 55— wjz GGy \{wl[l - Zalwy)]¥
1
- {wz[l - EA(wz)]}z> ’ 24)
where

PRESENCE OF...

T
i b
4
o2-zd o *—- <

",
N
2l

1569

-

FIG. 1. An illustration of a few typical graphs with
retraceable paths which renormalize the basic square in
Sec. II,

Gw)= w[l - G‘—f_ﬁ EA(w)] * (25)
and
_ /
2Aw)=%{1-—[1—3%-21—)t;_\1 2} : (26)

The G(w) represents the sum of all retraceable
paths which return to the starting site whereas
{w[1-=4(w)]}* sums only the forward going paths.!
The small z is the coordination number of the lattice
(2 =6 in the simple-cubic lattice used here). In or-
der to evaluate the Hall mobility we must perform
the integrals in Eq. (10) and take the limit w— 0.
One of these integrals can be performed analytically

to give
-1 dw! e_ﬂwl
Q2wZ 2ni
X[F(wy - w, wy) = F(wy +w, w)]. (27)

Substituting Eq. (24) for &, and taking the limit
w -0 we obtain

U:y(‘;" )=

3 4,2 o
e _m_eati2se dw, b1
Ool(w=0)= QczZ T

-o0

X (Im[G(wl)a'z(wl)]a%; ReG (w,)

- ImG(wl)&Z—l Re[G (w1>a-2(w1)]> . (28)

Here a(w)=w[l - T,(w)] and the functions are eval-
uated just above the real axis. Substituting the ex-
pressions for G and o we obtain

3 4 w
—4e‘a”xC 0 Ao o-Bete

a = =
Oy =0) QugrcZz g

1= =152 [1-@/we)*?
=2\2 ’

T-a? (29)

where w3=4(z - 1)/2%. We can now evaluate this
final integral in two limits. In the first case with
kT > zt we find that

_eatye (ot \?
%= 730c \kaT) °

Using Eq. (3.14) of our previous paper for the drift

(30)
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mobility, ! the high-temperature Hall mobility is
found to be

- 2 2L
g =0.224ea %ol (31)
fa=3 A,
-0.3 2L em?
pg=0.3 7T O /V sec, (32)

which is a value very close to the drift mobility
~ 0. 2(zt/ksT) cm?/Vsec. It should be noted that
Eq. (30) differs from the value obtained in Sec. II
only by a factor of 1.5, which is some indication
that our approximation is quite good in this regime.
In fact, if we use the moments of the approximate
ogy(w) of Eq. (24), we find that the Gaussian tech-
nique underestimates o,,(0) by a factor of 3. There-
fore, Eq. (30) is probably a fairly accurate estimate
of the high-temperature value.

For ksT < zt we expand the integrand in Eq. (29)
about w=-wy. The partition function

wort
z=f LR ImG (w — i6)

‘A';‘A’O &t
must also be expanded and the net result is that o,,
becomes a constant

0., = 8%a*50(5)!/ ¢/15¢ . (33)

The Hall mobility is obtained from this by dividing
by the drift mobility which was calculated in Ref. 11
but incorrectly printed there for kT < z¢

p=[ea®4z/(z - 2)%][(z - DY 2/ zn M 2zt /R T)V )
(34)
so that

Wy =ea®[$ (61)Y/2) (kpT/zt)"/2 . (35)

Thus, the Hall mobility is smaller than the drift
mobility by a factor of 25T/z¢. This is an inter-
esting result in light of the fact that NiO and other
magnetic materials show Hall mobilities that are
smaller than the drift mobility. "

IV. DISCUSSION

In this paper we have calculated the Hall mobility
of an extra carrier in a magnetic insulator using a
path formulation of the atomic limit of the Hubbard
model. At high temperatures compared to the band-
width the calculated Hall and drift mobilities agree,
whereas at temperatures small compared with the
bandwidth, the Hall mobility is smaller than the
drift mobility by a factor of k37/zt. By comparing
with the moment calculation it was argued in Sec.
III that the calculated high-temperature Hall mobili-
ty appears to be fairly accurate. There is no such
argument for the validity of the low-temperature
Hall mobility and the calculation presented here
should be regarded as a first attempt. However, it
should be pointed out that the results obtained for
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low temperatures are similar to those proposed by
Cohen!” and Mott!® for the so-called “Brownian mo-
tion” regime of disordered systems. In this regime
the mean free path of the particle is of the order of
the interatomic spacing. The energy-dependent
drift mobility is thus proportional to the hopping
integral squared times the density of states at a
single site. In Ref. 11 it was shown that the spin-
disorder scattering in the Hubbard model gives rise
to precisely this form for the drift mobility. Fried-
man and Holstein® have calculated the Hall mobility
for small polarons and found that the Hall conductiv-
ity depends on a three-site coincidence, so that the
Hall mobility is proportional to the square of the
density of states on a single site. This result is not
exactly reproduced in the present calculation. Our
result is written in terms of single-site propaga-
tors, but these propagators depend on the position
along the path because only forward going paths are
included. The three-site coincidence result of
Friedman and Holstein® depends on the equivalence
of the propagators along the path. Nevertheless, in
the region near the edge of the band, the Hall mo-
bility is proportional to the square of the density of
states as in the polaron problem. This is the rea-
son that the ratio py/up is proportional to T/ zt
at low temperatures. A similar result may be true
for the disordered alloy problem. In the present
'problem it canbe shown that there exists a tail in the
density of states below the edge given by the re-
traceable-path approximation. !! The mobility is un-
doubtedly nonzero for these states in the tail as well
as those in the bulk of the band, so that there is no
mobility edge as in the disordered system problem.
However, the mobility may become exponentially
small in the tail, so that the results near the edge
may have qualitative validity.

In conclusion we would like to comment on the
sign of the Hall effect in our calculation. We find
that a Mott-Hubbard band acts like a normal band
in a semiconductor in that holes give rise to a posi-
tive Hall effect and electrons to a negative Hall ef-
fect in agreement with the conclusions of Bari
et al.'® This point was emphasized by Geballe!® who
pointed out its importance with respect to doped
semiconductors where, on the insulating side of the
Mott transition, one observes a Hall effect which
is p type even though the material is nominally »
type. This arises because compensation of the do-
nors introduces holes in the otherwise filled Mott-
Hubbard band.

APPENDIX: CALCULATION OF 6th-ORDER AVERAGES

Let us consider first the average

Sy = Tr(H'"*J, J, - H'*J,J,). (A1)

To evaluate this we must enumerate all six step
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FIG. 2. Various paths which contribute to calculation
of expectation value in Eq. (Al). Solid lines represent
action of current operators. Dotted lines represent
Hamiltonian,

paths which involve a closed loop. In Fig. 2 we
show all such paths with the first step in +y direc-
tion and the second step in the +x direction. The
solid lines indicate which steps are taken with the
J operators. In Fig. 2(a) we show a graph in which
there is a single closed loop enclosing anarea of
24% in the xy plane. There are two graphs of this
type. In Fig. 2 below each graph we show the num-
ber of graphs of that type. In Fig. 2(f) we show a
graph in which the closed loop is traversed in the
anticlockwise direction. This graph will cancel the
contribution linear in 3¢ from one of the graphs in
Fig 2(e). The contribution from each graph must
be weighted by the number of spins which must be
ferromagnetically aligned. Thus, graphs in Figs.
2(a)-2(d) have weight 2(£)*=L%. The contributions
from walks with the J, and J,, operators will just
add, and we arrive at the following value for S;:
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FIG. 3. Paths which contribute to calculation of ex-
pectation value in Eq. (A2). Solid lines represent action
of current operators and dotted lines the Hamiltonian.

Sy=—4e%%° {& (2ip)+[&+3 (2-1)] ip)-c.c.}

= - (e%a*t*isc/c) [5+6(z-1)]. (A2)
We also need the average
Sp= Tr(H'J H'*J, - H'J ,H'*J.,.) . (A3)

Again let us consider first only paths with the steps
by the current operators in the +x and +4 direc-
tions. In Figs. 3(a)-3(d) we show all such paths
which are a single closed loop of six steps. Path
in Fig. 3(a) is confined to the xy plane and encloses
an area 2a® whereas the others enclose an area a?.
In Figs. 3(c)-3(j) we consider all the graphs where
we retrace one of the current operator steps. Only
those graphs confined to xy plane enclose an area
in that plane. As before the graphs with steps with
the + x and +y current operators add to order 3¢? and
we arrive at the result

Sy=-4e%%° [& (- 2ip)+ (&+%) (—ip)+c.c.]
= 9ie’a’t 83c/hic . (A4)
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